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Thetitle of thistalk is meant to be a little bit provocative, given that this group mostly
consists of quantum computing people... But, don't get me wrong; | like quantum
computing as much as the rest of you; | have been following the field with interest for
about 8 years now. | do not mean to apply that quantum computing will never be
practical for some applications. However, what | hope to convince you is that even
without the quantum speedups, an areathat is closely related to (but distinct from)
QC, called Reversible Computing, will actually be even more useful than QC for the
majority of real-world practical computing applications.
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Abstract
* “Mainstream” quantum computing is very difficult, and
its currently known applications are quite limited.
— Focus is on maintaining coherence of global superpositions.
* Reversible computing is much easier, and its long-term
practical applications are almost completely general.
— Its benefits are provable from fundamental physics.
» Weéll-engineered reversible computers might yield
general, >1,000x cost-efficiency benefits by 2055.
— We outline how this projection was obtained.
» More attention should be paid to implementing self-
contained, reversible, ballistic device mechanisms.
— We give requirements, proof-of-concept examples.
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Thisisjust a summary of the main points made in the aready-announced abstract for thetalk. Thefirgt
observation is that mainstream quantum computing, which relies on maintaining coherence of global
superposition states, isfor thisreason very difficult to achieve technologically. Moreover, its
applications are quite limited.

If we avoid the requirement for global coherence and instead just require a sort of
approximate local coherence, the resulting picture—classical reversible computing—is much easier to
achieve technologically. Nevertheless, it still has significant advantages (ranging from large constant-
factors to polynomial advantages, depending on the model) for, it turns out, the majority of general-
purpose computing applications, in the long term. We can prove these advantages exist using
thermodynamical and other considerations from fundamental physics. We can show advantagesin
terms of both cost-efficiency and raw performance (operations per second).

I will show a projection based on exigting technological trends and known
fundamental limits which suggeststhat a well-engineered reversible computer should be able to give us
a cogt-efficiency boost for most applications of at least a factor of 1,000 by about the middle of this
century.

The conclusion isthat more people need to join thisfield (reversible computing) and
help work on the detailed engineering design of reversible devices. It ismaybe not quite asinteresting
and deep of a subject, mathematically or theoretically speaking, asis quantum computing, but
neverthelessit is gill viewed as really far-out, blue-sky research from the perspective of indudry at this
time. It occupiesthissort of “in between” status, between theory and practice, and not so many people
areinterested in both worlds. But, | believe it will be extremely important for the future of computing.
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Organization of Talk

1. Reversible Computing (RC) vs.
Quantum Computing (QC)

2. Fundamental Physical Limits of Computing
3. Models and Mechanisms for RC

4. Nanocomputer Systems Engineering &
the Cost-Efficiency Benefits of RC

5. Conclusion: RCisagood areato bein!
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S0, here’ sthe structure of thetalk. First | will compare and contrast reversible and
guantum computing in terms of their aims, requirements, and benefits. Then, I'll
spend a little time overviewing some of the fundamental physical limits of computing
which form the basis for my models of computing that | use to analyze reversible
computing. Then, I’ll talk about these models and illustrate some RC mechanisms.
Next, I'll talk about how | analyze the cost-efficiency benefits of reversibility. And
my conclusion will be that RC isagood areato be in, at least for someone like me
who wants to achieve practical engineering results.
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Reversible Computing versus
Quantum Computing

Inthisfirst part of the talk, | compare reversible computing to quantum computing.
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QM, Decoherence & Irreversibility

» Everett & (morerecently) Zurek taught uswhy it is not
inconsistent w. our observations to view quantum
evolution as always being completely unitary “in reality.”

— What about apparent wavefunction collapse, decoherence, and
thermodynamic irreversibility (entropy generation)?

— All can be viewed as “just” symptoms of our practical inability
to keep track of the full quantum evolution, w. all correlations &
entanglements that get created between interacting subsystems.

(Also cf. Jaynes’57)
Presumed ‘true’ underlying reality: Approximate model often used:

Subsystem Subsystem Subsystem Subsystem
< U 4 <« ~U 2
A B A B
= — Density.
Global pure state ¥, P atricee E

Segue: Firg, alittle basic background for those who don’t know. (But | don’t want to spend too much time on this dide because
thistopic was already covered by previous speakers) The best modern understanding from particle physics, etc. isthat, asfar as
weknow, it is perfectly consistent to view the time-evolution of the quantum state of any closed system (including the whole
universe) as always being completely unitary “inreality.” AsLevitin was saying in thelast talk, phase spaceis conserved and
“true’ entropy does not increase over time. The empirical phenomena of “wavefunction collapse,” decoherence of quantum states,
and thermodynamic irreversibility (which are all basically equivalent) can apparently be satisfactorily explained as simply
consequences of our inability to track the full quantum evolution of a system.

For example, suppose the full quantum state isunknown and we factor the system into subsystems and
model our ignorance about the system using separate density matrices describing a distribution over pure states for the subsystems
separately. In doing this, we ignore the possible correlations and entanglement that might actually exist between the subsystems.
It isa consequence of this style of modeling (as was first shown by Jaynesin 1957) that the entropy of the systems, so model ed,
will in general increase when you allow them to interact, even if perfectly unitarily. Zurek described in detail this process of
decoherence, in which the off-diagonal coherence termsin the density matrix decrease towards zero. Another reason entropy
might increaseisif the unitary interaction U between subsystemsis not known exactly but only statigtically.

An audience member asked if our inability to track the quantum state was a matter of practice or principle.
My view isthat it isa matter of practice. In practical termswe can never perfectly isolate any real physical system from some
level of unwanted parasitic interactions with its outside environment. However, if you consdered a system that wastruly closed,
if you knew its exact quantum state at one time, and the exact form of its unitary time evolution, then the evolution of a definite
state could always be tracked (either analytically or by a computer simulation with any desired accuracy) with noincreasein
entropy.

After thetalk, Warren Smith objected to the Everett universal-wavefunction view because of the
“equivalence of al bases’ in quantum mechanics, and it seemsthat he doesn’t trust Zurek’ s approach of deriving a preferred basis
for decoherence (e.g. position bases) by looking at the form of theinteraction Hamiltonian. However, it is my understanding that
Everett augmented with Zurek really does work, and | have never seen a convincing and logically rigorous demonstration that it
doesnot. Perhaps Warren is correct that the cons stency of the approach has not really been absolutely thoroughly, rigorously
proven, but in fact we almost never do have real consistency proofs, even in pure mathematics. (In particular, the very
foundations of analysis, e.g. ZF set theory, have never been proven consistent.) | believe that as a matter of methodology, the
most pragmatic way to make progress, as rapidly as possible, in both mathematics and physicsisto stick with the simplest
available theories that seem to work (since we might expect that by Occam'’ s Razor these are mogt likely to be valid) until thereis
some absolutely clear and definite proof of their inconsistency (either internally, in the mathematics, or adirect contradiction
between the theory’ s predictions and experience) that forces usto moveto an alternative model. In my view there has never been
alogically valid proof that plain quantum theory with only pure states and global unitary evolution (and no “true” wavefunction
collapse) isactually inconsistent with any aspect of our experience, and this theory isthe conceptually smplest onethat works, so
| think that we must trust that theory’ s predictions until they are empirically (or logically) disproven.
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Quantum Computing

Relies on coherent, global superposition states

— Required for speedups of quantum algorithms, but...
— Cause difficulties in scaling physical implementations
Invokes externally-modulated Hamiltonian

— Low total system energy dissipation is not necessarily
guaranteed, if dissipation in control system isincluded

Known speedups for only afew problems so far...
— Cryptanalysis, quantum simulations, unstructured

search, asmall handful of others. Progressis hard...
[0 QC might not ever have very much impact on
the majority of general-purpose computing.
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Now let’s compare reversible computing and quantum computing. Aswe all know (at this conference),
guantum computing crucially relies on maintaining coherent, global superposition states. These are
needed to obtain the polynomial to exponentia speedups enabled by quantum algorithms. But this
requirement causes difficultiesin scaling up physical implementations. Aslong asthelocal
decoherence rateis below a certain threshold, fault-tolerant error correction techniques can be applied
to maintain global coherence, but these introduce a significant amount of additiona asymptotic
overhead in the complexity of quantum logic networks and agorithms.

A second aspect of most QC work that | want to emphasizeisthat virtually all of the
existing theoretical and experimental frameworks for quantum computing invoke an externa system
(which isnot usualy well modeled) that isresponsible for controlling the computation and driving it
along itstrajectory in configuration space. (Although we had one previous speaker who discussed how
to treat the controller as a quantum system aswell.) Having an external control isfine for quantum
algorithms, but later in thetalk | will emphasize the advantages of low total system-wide entropy
generation. | want to emphasize that the entropy generation of a complete computation (one that does
not benefit from quantum speedups) is not necessarily minimized by the QC approach if the entropy
gener_atie%n in the external control systemisincluded. Later | will talk about models that are totally self-
contained.

A third aspect of quantum computing | want to point out is that we only know how to
obtain asymptotic speedups so far for a very narrow class of problems, factoring and smulating QM
and unstructured search and a few other number-theory problems. All of these problems added
together only comprise a miniscule portion of the entire world market for computing. (Once RSA is
broken and everyone moves to quantum cryptography, the biggest market for QC will probably be
guantum physical simulations, but that’s still atiny part of the world market.) In the future, quantum
algorithms with broader applications may yet be discovered. But progressin this area has proven so far
to be very difficult, and so we cannot count on this assumption.

Asaresult of primarily thisthird point, even if the decoherence problems can be
solved, and we can scaleto millions of qubits, QC itself might gill not ever have a very significant
impact on the majority of general-purpose computing.

Let me now contrast these points with Reversible Computing.
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Reversu ble Computing
* Requires only an approximate, local coherence of
‘pointer’ states, & direct transitions between them

— Ordinary signal-restoration plus classical error
correction techniques suffice; fewer scaling problems

» Emphasisison low entropy generation due to
guantum evolution that is locally mostly coherent

— Requires we aso pay attention to dissipation in the
timing system, integrate it into the system model.

» Benefits nearly all general-purpose computing

— Except fully-serial, or very loosely-coupled parallel,
when the cost of free energy itself is also negligible.
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First, reversible computing does not require global coherence of superposition states. It only requires
approximate local coherence for stable storage of naturally occuring stable ‘pointer’ states (eigenstates
of the parasitic interaction Hamiltonian between the system and its environment) which are chosen as
computational basis sates, and temporary, local, approximate coherence of superpositions occurring
along adirect transition between one pointer state and the next as the computer evolves through its
configuration space. This approximate coherence is needed only to maintain alow rate of local entropy
generation; global coherenceisnot needed. Therefore, we avoid the scaling problems associated with
the fault-tolerant error-correction agorithms. We can use engineering of decoherence-free subspaces
(isolation of computational subsystems from their environment) to minimize local decoherence asfar as
possible, while using ordinary “classical” techniques for signal restoration and error correction (as
needed) to prevent the global tragjectory of the computation from going awry. This avoids many of the
scaling problems of the full-quantum approach.

But if we can’t implement quantum algorithms, what then isthe point? The point is
on the low rate of entropy generation of a quantum evolution that is mostly coherent even if just in this
limited, local fashion. We will see that in the long term thislow rate of entropy generation leadsto
speedups and thus improvements in cost-efficiency since entropy generation will be the primary
limiting factor on the performance of future nanocomputing technologies. Since our concern is
minimizing entropy generation, we also have to pay attention to how the system is controlled, timed,
and driven, and model the entropy generation due to this process, and take it into account in the full
system design.

Finally, we will seethat this approach gives a practical benefit for nearly all general-
purpose computing. The only exceptions are cases where the economic cost of energy is negligible
(thisisnot true today) AND the application is one where afully-seria or totally loosely-coupled
(distributed) parallel algorithm gives optimal performance. Thisis because in these cases processors
can be spread out over alarge area and heat removal (cooling) isnot alimiting factor on performance.
However, the most general case is one in which the optimal algorithm for a given problem both benefits
from parallelisn AND requires frequent communication between distributed processors, so that thereis
a benefit from clumping processorstogether. In such cases, by reducing power requirements,
reversible computing can alow increased compactness of the design and thus higher performance.
Also, even in fully-serial or loosely-coupled parallel applications, total energy dissipation isa concern
simply because of the economic cost of energy. Irreversible computing leads to a certain maximum
performance per Watt of power consumption. Only reversible computing can circumvent thislimit.
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Property of Required for Required for
Computing Quantum Reversible
M echanism Approximate M eaning Computing? Computing?
(Treated As) System’s full invertible Yes, device & system | No, only reversible
Unitary quantum evolution, w. al | evolution must be evolution of classical
phase information, is modeled as ~unitary, state variables must be
modeled & tracked within threshold tracked
Coherent Pure quantum states Y es, must maintain full | No, only maintain
don’t decohere (for us) global coherence, stability of local pointer
into statistical mixtures locally within threshold | statest+transitions
Adiabatic No heat flow infout of Y es, must be above a Yes, as high as possible
computational subsystem | certain threshold
I sentropic / No new entropy generated | Y es, must be above a Yes, as high as possible
Thermodynamically | by mechanism certain threshold
Reversible
Time-I ndependent Closed system, evolves No, transitionscanbe | Yes, if we care about
Hamiltonian, autonomously w/o externally timed & energy dissipationin
Self-Controlled external control controlled the driving system
Ballistic System evolves w. net No, transitions can be Y es, if we care about
forward momentum externally driven performance

This chart compares side-by-side the requirements for quantum and reversible computing. A quantum
computer must be treated as evolving unitarily and coherently (which mean amost the same thing),
whereas areversible computer only needs to be locally approximately coherent (which is easier) and
we do not need to track the unitary evolution of a full quantum state, only the reversible evolution of
classical state variables. So it ismuch easier to model and simulate areversible computer. (No
exponential explosion in size of state description.)

Both quantum and reversible computing need to be adiabatic, asnearly as possible.
Adiabatic literally means, “no heat flow”; if there isno heat flow between subsystems at different
temperatures, this means there is no entropy generation. Essentially it meansthe system isisentropic or
thermodynamically reversible.

Next, areversible system needs to be closed in the sense of being self-controlled,
evolving autonomously under atime-independent Hamiltonian, with no external control, whereas a
guantum computer can be externally controlled. There aretwo reasons why the reversible computer
needs to be self-controlled. Firgt, since we care about total system energy dissipation, we must model
the dissipation in any timing/control/driving system, and in its interaction with our reversible
computational evolution. 1f we model it we may as well integrate it and consider the system as awhole
to be autonomous. Second, if the control system is external, there are some questions about the
scalability of the digtribution of the control signals throughout a large parallel computer scaled up in 3-
D. With an autonomous model, we will see we can locally synchronize the processors.

Finaly, areversible system needsto be “ballistic”, which | take as meaning that the
system (like aballistic projectile) has anet forward momentum along itstrajectory through
configuration space, ingtead of just for example doing a diffusive random walk through its
configuration space. Thisisneeded for performance. A quantum computer, on the other hand, can sit
statically storing its state whenever it isnot being actively driven.
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Part 11

The Fundamental Physical Limits of
Computing

In this next part of the talk, | give awhirlwind tour through the different fundamental
physical limits on computing that | know about and account for in my analyses.
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Implied Affected Quantities in
Universal Facts Information Processing
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Thoroughly
Confirmed
Physical Theories

Speed-of-Light | Communications Latency |
Limit

Uncertainty | Information Capacity |
Principle

Theory of
Relativity

Definition | Information Bandwidth |
of Energy

Reversibility

2nd | aw of
Thermodynamics

| Memory Access Times |

Quantum
Theory

| Processing Rate |

» Adiabatic Theorem } Energy Loss

per Operation

In our modeling efforts, we are not free to choose the mathematica structure of our computer model on awhim.
If our model isto be physically redlistic, it must respect the fundamenta physical constraints on information
processing that logically follow from our well-established theoretical models of physics.

Einstein's Special and General Theories of Relativity, together with Quantum Theory as expressed in the
Standard Model of particle ph?/si cs, together constitute an absol utely correct and precise description of our
universe, asfar as any currently experimental ly-accessible phenomena are concerned. Both theories have been
confirmed and verified many times to an accuracy of many decimal places. It isnot likely that any further
refinements of known physics will affect the limits of nanocomputing this century.

Relativity implies the speed-of-light limit on information propagation, as well as gravity. Quantum theory
implies many things, including Heisenberg’ s Uncertai nt)gPri nciple, the relation between energy and frequency, the
fundamental time-reversibility of physical law, the laws of thermodynamics, and the behavior of adiabatic (nearly
perfectly ballistic) processes. These lead to the following limits on computing:

(1) The speed-of-light limit implies alower bound on communications latency acrass a machine of given
diameter. (2) The uncertainty principle together with the quantum definition of energy, imply an upper bound on
information capacity for a system of given diameter and total energy. (3) Together with the speed-of-light limit,
thisimplies an upper limit on information flow rate or bandwidth density per unit area for aflow of given power.
(4) These principles dso yield alower bound on average random-access times for a memory of given size and
energy density. (5) The quantum definition of energy also implies alimit on the rate at which useful bit-operations
may be performed in a system of given free energy (dueto the Margol us-Levitin theorem), aswell as alimit on
step-rate (clock frequency) for alogic system of given temperature. (6) The reversihility of quantum mechanics
implies lower bounds on the entropy generated by bit erasure, and the free energy loss given the environment’s
temperature. (7) Therefore, irreversible computersin a given environment have alimited rate of operation per Watt
of power consumption. (8) These facts aso imply a maximum rate of irreversible bit-operations within a fixed-area
enclosure in a fixed-temperature surroundings. (9) Meanwhile, the 2" law of thermodynamics guarantees us that
all systems (even reversible, adiabatic processes, as well as bits that are just saticaly storing data), till generate
entropy at some rate, however small, and this limits the total capacity of a machine as a function of the entropy
generation rate per device and the machine stotal power. (10) Meanwhile, the adiabatic theorem of quantum
mechanics teaches us that entropy generation of reversible operationsis proportional to speed, which lets us put an
upper limit on the rate of reversible operations per unit area. (11) Finally, general relativity gives loose upper
bounds on the interna entropy and energy of computers of given diameter, which in turn limitstheir maximum
speed and capacity.

10
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Physics as Computing (1 of 2)

Physical Quantity | Computational Interpretation Computational Units

Entropy Physical information that is Information (log #states),
unknown (or incompressible) e.g., nat = kg, bit=kgIn 2
Action Number of (quantum) operations Operations or ops:
carrying out motion & interaction r-op = #, m-op = h/2
Angular Number of operations taken per ops/angle
Momentum unit angle of rotation (1 r-op/rad = 2 t-0ps/O)
Proper Time, | Number of internal-update ops, 0ops, 0ps, 0ps

Distance . Time spatial trandtion ops, total opsif
’ trajectory is taken by a reference
system (Planck-mass particle?)

Velocity Fraction of total ops of system ops/ops = dimensionless,
effecting net spatial trandation max. value 100% (c)

Incidentally, asa bit of atangent to the talk, learning about the physical limits of computing |eads one to think about waysto
reinterpret physical quantities themselvesin terms of computation. Thisis somewhat of a hobby of mine. Let me go through this
briefly. (I am hoping to find time to prepare a complete paper on this soon.)

(1) Let usdefine “physical information” asthe log of the total number of distinguishable states of aphysical system. As
some previous speakers have discussed, physical entropy can beinterpreted asjust a measure of the amount of the portion of that
physical information whose specific informational content (identity, value) is completely unknown. Zurek has suggested
extending this definition to also include physical information that 1sincompressible for any reason, not just becauseit is unknown.
Thisisbecause information that isincompressibleis effectively entropy because you cannot do anything sensible with it (cannot
get rid of it so the space can be reused for other purposes) except by expelling it from the machine and turning it to actual
unknown information. Another way to look at this extension of the definitionisthat it allows us to appropriately describethe
entropy of correlated systems even “from the inside,” from the perspective of one of the correlated systems, which “knows’ the
gate of the other. E.g., if we perform a controlled-NOT between qubit A which contains 1 bit of entropy and qubit B whichisina
pure state (0 entropy), qubit B becomes entangled (essentially, correlated) with qubit A. From the“outside’, the total entropy is
unchanged since the joint state is something like |00> mixed with [11> which gill has 1 bit of entropy. However, if you think of
qubit B asan “observer” who has made a“ measurement” (and indeed, real observers are presumably just large physical quantum
systems) then we can say that as aresult of the correlation, qubit B “knows’ the state of qubit A. That is subjectively (fromB’s
perspective) it isin adefinite state (0 or 1) and “knows’ that qubit A contains the same value. Since B has two redundant copies
of thisinformation — the copy in A and the copy insdeitself — this 2 bits of information (the 00 or 11) can be“compressed” into 1
bit, e.g., by simply undoing the coherent measurement operation. But, it cannot be compressed any further than that, since thereis
nothing else that that bit is correlated with. Actually Zurek’ s definition isrestricted to algorithmically incompressible
information, which isan uncomputable quantity in general, but | would go even broader than his definition and say that any
information that is practically incompressible (infeasible to compress) is effectively entropy for all practical purposes. Anyway,
since entropy isjust a special case of information, we measureit in information units, which are logarithms (of the count of
digtinguishable states). If we usethe natural (base €) logarithm, we get the information unit which | call the “nat”, which isjust
equal to Boltzmann's constant k; if we usethelogarithm base 2 we get the bit.

(2) Toffali has previoudy suggestion that the physical concept of Action can be quantified as“amount of computation.” |
would like to propose a more specific interpretation along these lines. Let us define an “operation” or op (specifically, what | call
api-operation, equal to Planck’s congtant h) as any local unitary transform that rotates at least one quantum state onto an
orthogonal one. For example, rotating a spin in space by an angle of pi or 180 degrees, or a quantum controlled-not operation.
Notethat not all states need be transformed into orthogonal states for the transform to be considered an op. Anyway, we can
define fractions of operations (for example, the radian-op or h-bar) and thereby describe any trajectory of a quantum evolution asa
composition of local operations of some magnitude, and quantify the total number of operations (in units of pi-ops or r-ops)
involved in following that trajectory. Actionistraditionally defined asthe timeintegral of the Lagrangian, which is kinetic minus
potential energy. Since potential energy is usually defined as negative, thisis effectively potential energy plusthe absolute value
of potential energy; this absolute value becomes greater as the strength of interaction between two particlesincreases. Itis
reasonabl e to suppose that the potential energy represents the average rate of quantum operations involved in carrying out the
exchange of virtual particles which implementsthe interaction force in quantum field theory. Kinetic energy on the other hand we
will seerepresents the rate of operations involved in translational motion. The only kind of energy not included in the usual
Lagrangian istherest mass-energy, but it can be easily generalized to includeit. We will see that rest mass-energy representsthe
rate of operationsin a system’ supdating of itsinternal state information (as opposed to its motion relative to or interactions with
other external systems). (3) Angular momentum can be interpreted as counting the number of opsinvolved in carrying out a
rotation by acertain angle. (4) Relativistic proper time, distance, and normal time along a trajectory through spacetime between
two given points can seemingly all be defined by (respectively) the number of internal-update ops, spatial-trandation ops, and
total opsthat would beinvolved if areference particle (Planck-mass particle?) were to traverse that same trajectory. These can all
therefore be measured in ops. (5) Ve ocity can be defined as spatial trandation ops (momentum times time) as a fraction of total
ops (energy timestime). It isthus dimensonlessand its maximum valueis 1 or c.

11



Vet g0l

SRR CISE .3
Physics as Computing (2 of 2)

Physical Quantity | Computational Interpretation | Computational Units
Energy Rate of (quantum) computation, ops/time = ops/ops =
total ops+ time dimensonless
Rest mass-energy Rate of internal ops ops/time = dimensionless
Momentum Rate of spatial trandation ops | ops/time = dimensionless
Generalized Update frequency, avg. rate of ops/time/info
Temperature complete parale update steps =info?
Heat Energy in subsystems whose | ops/time = dimensionless
information is entropy
Thermal Generalized temperature of ops/time/info
Temperature subsystems whose information =info?
isentropy

(6) The Margolus-Levitin theorem tellsus that the rate of operationsislimited to at most 2 times the
average energy (1x for operations along long dynamic orbits) divided by h/2. Even though thisisgiven asonly atight upper
bound, we can consider it actually equal to therate of operation if we note that we have defined operationsin terms of
orthogonalizing some states— not necessarily all. (Thiswas pointed out to me by Lloyd in personal discussion.) So, we can say
that physical energy *is* just a measurement of therate of carrying out of operations.

(7) Rest mass-energy includesall energy associated with the internal motionsand interactions within a
system. One can presumethat all of massisultimately accounted for by some low-level transformationsthat are taking place.
Anyway, to say that some energy istied up in rest massisonly to identify a particular state of that energy. Since other states of
that energy are possible (e.g., two photons of that energy on a collision course just before colliding to create the particle and its
aﬂti particle), we can say that an operation as we have defined it is being carried out, even if the particle state itself does not
change.

(8) Momentum (relativistic) can be presumed to measure the rate of opsthat are carrying out trandation of
the system through space in the frame of reference of the observer. One motivation for this definition, together with the one for
rest mass-energy, isthat if we further assumethat internal transitions of a system can be considered “orthogonal” to overall
trandations of the entire system, then it follows from the Pythagorean theorem that for a trajectory proceeding s multaneoudy in
both of these “directions,” E2=m2 + p2. Of course, thisis exactly the special-relativigtic relation between energy, rest mass, and
momentum (in normalized units, where c=1), and in fact all of special relativity (Iength contraction, time dilation, ) follows from
this. So, in a sense we have proved special relativity from the computational interpretation of physics (except of course we
“cheated” inthis by choosing our computational interpretation specifically so that it would achieve this goal).

(9) Given the definition of energy, we can define a generalized concept of temperature by dividing energy
by physical information, thusthe average rate of operations per unit of information, i.e. therate of complete parallel update steps,
or update frequency (like “clock frequency”). Thisis not the thermodynamic temperature since it applies even to systems of zero
entropy whose thermodynamic temperature would be absolute zero.

(10) We can define heat as the portion of energy that isinternal to (causing transitions between states of)
subsystems whose state information is entropy (unknown, incompressible).

(11) Proper thermal temperature can then be defined asthe generalized temperature of those subsystems
whose information is entropy (whose energy is heat).

Thisisall very interesting, but of courseit is still somewhat speculative. However, | have not found any definite incons stencies
between these definitions and known physical laws. In future work | hopeto actively verify cons stency with known physics and
thus make these i dentities between physics and computation more rigorous and certain.

12
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Back to the physical limits on computing now.

Let’s give an example of the reasoning behind one of these
relationships between fundamental physics and information processing. Thisoneis
the motivation for reversible computing and was discovered in 1961 by Rolf Landauer
of IBM research. Landauer considered the minimum possible physical entropy
generation that might result from the erasure of 1 bit of known information. Although
Landauer used a more involved argument, the drawing here suffices to prove his
point. There are 2 possible logical states of the bit in question, together with some
number N of distinguishable physical states of the rest of the computer, for atotal of
2N distict states of the entire machine. The unitary, one-to-one nature of time
evolution in quantum mechanics guarantees that the number of distinct states of a
closed system is exactly conserved. Therefore, after the logical bit is erased, there are
still 2N states of the machine. There is the same total amount of variability, but it now
must all reside in the rest of the machine. If the information is not logically present, it
must be in the form of unknown physical information, or entropy. Since the number
of states of the rest of the machine was multiplied by 2, the amount of entropy (which
isthe logarithm of the state count) is increased by an addition of log 2. A log 2
amount of entropy is (In 2) times as large as Boltzmann’s constant k. To release k(In
2) entropy into an environment at temperature T requires committing KT(In 2) energy
to the environment, by the very definition of temperature. Thus, information erasure
ultimately implies a minimum energy expenditure proportional to the temperature of
the environment. Note that cooling the system to a low temperature T can not help
since the entropy must still eventually get out to the environment, incurring a
dissipation of k times the temperature of the environment.
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Part |11

Reversible Computing
Models & Mechanisms

I wish | could go into the rest of the physical limits of computing in detail, but | don't
have time here. | review some of the other limitsin my paper “Physical Limits of
Computing” which you can find on my website
http://www.cise.ufl.edu/research/revcomp.

In the next section of the talk | present some theoretical models and more concrete,
proof-of-concept physical mechanisms for reversible computing.



Vet g vida

CISE

Hectrical and Computer Engineering,

Some Claims Against Reversible Computing

Eventual Resolution of Claim

John von Neumann, 1949 — Offhandedly remarks during a lecture that computing
requireskT In 2 dissipation per “ elementary act of decision” (bit-operation).

No proof provided. Twelve years |ater, Rolf Landauer of IBM tries vdiantly to
proveit, but succeeds only for logicaly irreversible operations.

Rolf Landauer, 1961 — Proposes that the logically irreversible operations which
necessarily cause dissipation are unavoidable.

Landauer's argument for unavoidability of logicaly irreversible operations was
conclusively refuted by Bennett's 1973 paper.

Bennett's 1973 construction is criticized for using too much memory.

Bennett devises a more space-efficient version of the agorithm in 1989.

Bennett's models criticized by various parties for depending on random Brownian
motion, and not making steady forward progress.

Fredkin and Toffoli a MIT, 1980, provide balistic “billiard ball” model of
reversible computing that makes steady progress.

Various parties note that Fredkin's origina classi cal-mechanica billiard-bal model
ischeoticaly unstable.

Zurek, 1984, shows that quantum models can avoid the chaotic instabilities.
(Though there are workabl e classical waysto fix the problem aso.)

Various parties propose that classical reversible logic principles won't work a the
nanoscale, for unspecified or vaguely-stated reasons.

Drexler, 1980's, designs various mechanica nanoscae reversible logics and
carefully ana yzes their energy dissipation.

Carver Mead, Ca Tech, 1980 — Attempts to show that the kT bound is unavoidable
in electronic devices, via a collection of counter-examples.

No genera proof provided. Later he asked Feynman about the issue; in 1985
Feynman provided aquantum-mechanical model of reversible computing.

Various parties point out that Feynman's model only supports serial computation.

Margolus a MIT, 1990, demonstrates a paralel quantum model of reversible
computing—but only with 1 dimension of parallelism.

People question whether the various theoretical models can be validated with a
working electronic implementation.

Seitz and colleagues at CaTech, 1985, demonstrate working energy recovery
circuits using adiabatic switching principles.

Seitz, 1985—Has some working circuits, unsureif arbitrary logicis possible.

Koller & Athas, Hal, and Merkle (1992) separately devise generd reversible
combinationa logics.

Koller & Athas, 1992 — Conjecture reversible sequential feedback logicimpossible.

Younis& Knight @MIT do reversible sequential, pipelineable circuitsin 1993-94.

Some computer architects wonder whether the constraint of reversible logic leads to
unreasonable desi gn convolutions.

Vieri, Frank and coworkers at MIT, 1995-99, refute these qualms by demonstrati ng
sraightforward designs for fully-reversible, scadablle gate arrays,
microprocessors, and instruction sets.

Some computer science theorists suggest that the agorithmic overheads of
reversible computing mi ght outweigh their practical benefits.

Frank, 1997-2003, publishes a variety of rigorous theoretical analysis refuting these
claims for the most genera classes of applications.

Various parties point out that high-quality power supplies for adiabatic circuits seem
difficult to build electronically.

Frank, 2000, suggests microsca e/nanoscale electro-mechanical resonators for high-
quality energy recovery with desired waveform shape and frequency.

Frank, 2002—Briefly wonders if synchronization of paralel reversible computation
in 3 dimensions (not covered by Margolus) might not be possible.

Later that year, Frank devises a simple mechanica model showing that parallel
reversible systems can indeed be synchronized localy in 3 dimensions.

This chart is unreadable on the projector screen, but that’s OK. The point is just to
show you that there have been many objections to reversible computing over the years
from skeptics who thought that it was just too good to be true, and so it must be
impossible for some reason. However, none of the many objections raised was ever
proved rigorously, and in contrast, concrete counter-example constructions were
found that clearly contradicted each of the objections. Y ou would think that if
reversible computing really were impossible, then at least some of the attempts to
prove this would have borne fruit. In contrast, | believe that the best available
concrete physical models of reversible computing that we have today (one of which |
will show later) really do have no fundamental problems, and can indeed achieve
significantly less than k In 2 entropy generation per operation in practice. (Though
perhaps not less by more than a technology-dependent constant factor.)
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Bistable Potential-Energy Wells
» Consider any system having an adjustable,
bistable potential energy surface (PES) in its
configuration space.

» Thetwo stable states form a natural bit.
— One state represents 0, the other 1.

» Consider now the P.E. well having
two adjustable parameters:

— (1) Height of the potential energy barrier
relative to the well bottom

— (2) Relative height of the left and right
states in the well (bias) (Landauer '61)

"

Let’s now develop asimple model of reversible computing. This one was discussed

in Landauer’ s original paper in 1961. Consider any system where thereisa
generalized “position” coordinate (configuration variable) and a potential energy
surface as a function of that variable. Suppose this surface has multiple wells (local
minima) separated by potential energy barriers. Then, the ground states of the wells
form natural stable or at least metastable distinguishable states for the system. If there
are two states, we get anatural bit. Now, suppose that the well is adjustable by
externally-applied influences. We will suppose the following two characteristics of
the well are separately controllable (next slide).

16
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Possible Parameter Settings
» Wewill distinguish six qualitatively
different settings of the well parameters, as
follows...

A
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Barrier
Height

< \ 2 >
Direction of Bias Force

In the following, we will discuss 6 qualitatively different settings of the well
parameters. the height of the barrier may be lowered or raised, and the direction of the
bias force can be neutral (to there is equal ground state energy in both wells), biased to
the left, or biased to the right. Of course one can continuously interpolate between
these, but we will focus just on these 6 states.
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To illustrate the concept, here is a simple mechanical implementation of the bistable
well. We have aknob on arod which can be pushed to the right or the left, and a
barrier “wedge” which we can push up to block the motion of the knob between left
and right positions. So for instance, if you push on the left, the knob moves a little to
the right, and then if you push the barrier up, you push the knob farther to the right
and block its motion back to the left. Then, if the force on the left is released, the
knob stays where it is since it is blocked by the barrier wedge.

18
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Now, given this potential well paradigm, it is easy to characterize what are all the
possible adiabatic vs. non-adiabatic transitions between these qualitatively different
states. For configurations with the barrier raised, we distinguish between
configurations where the system isin the O (left) state — indicated by the lower-left
graph in each pair of graphs in the top half of this diagram - and those where it isthe 1
(right) state — indicated by the upper-right graph in each pair. In this diagram, the
green arrows indicate possible adiabatic transitions. The red arrowsindicate non-
adiabatic transitions. The thick red arrows in which the amount of dissipation is
determined by the energy difference between the two states, which would need to be
several KT in order to guarantee that when a barrier israised, the system will be on the
biased side of the barrier with high probability. Note that in the middle column the
energy difference between the states is zero, and as aresult when the barrier is
lowered sufficiently slowly the entropy generation can be made aslow ask In 2
(medium red arrows). In states where the barrier israised and the system isin the
metastable state, there will be a certain rate of leakage to the undesired state due to
thermally-activated excitation over the barrier, and/or tunneling. This leakage
however can be made arbitrarily small by making the barrier sufficiently high (and
thick aswell if desired). Thuswe indicate leakage with athin red arrow.
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Ordinary Irreversible Logics

» Principle of operation: Lower abarrier, or not,
based on input. Series/parallel combinations of

barriers do logic. Major

dissipation in at least one of

Input the possible transitions.

changes,
barr?er » Amplifiesinput signals.
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lowered Example: Ordinary CMOS logics

Output
irreversibly
changed to O

Now, given this picture, it is straightforward to design all the irreversible and
reversible classical logics and memory mechanisms that have been proposed to date in
terms of how what kinds of transitions they make in this diagram of possible
transitions, and how the change in well parameters is controlled.

First, in ordinary irreversible logics, such an ordinary irreversible
CMOS, the procedure for doing logic is as follows. A potential energy barrier
between two configurations (e.g. charge distributions in a circuit) is lowered
conditionally by an input signal. Different series/parallel combinations of barriers
controlled by different inputs implement Boolean logic (AND/OR combinations).
The output state of the circuit unconditionally changes to a given state regardless of its
previous value. Because this operation islogically irreversible, it must incur
significant dissipation along at least one of the possible transitions. (Infact much
more than KT if the energy difference between states is high, as it needs to be for data
storage with high reliability.)
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