
Today 11/2:

1. Homework 6 and Final presentation
2. Today: quantum data compression
3. Week 10’s topics: No clones in quantum

PHY682 Special Topics in Solid-State Physics: 
Quantum Information Science

Lecture time: 2:40-4:00PM Monday & Wednesday



Student presentation
There will be seven groups each having 3 student members. Each presentation will be 
20mins (presentation) + 5 mins (Q&A).

[11/30] Group 1: Bak, Gokhale & Nghiem Vu; Group 2: Bashir, Gordon & Yu; Group 7: 
Wallace, Wu & Zhao;

[12/1] Group 4: Gregory, Lee & Xu; Group 5: Chheta, Sukeno & Zou; Group 6: 
Thotakura, Zhang, Zhu

[12/7 (last day of class)] (Student presentation) Group 3: Farno, Guo & Singletary



Next, we turn to Quantum Data Compression (a.k.a. 
Noiseless Quantum Shannon Channel Coding Theorem )



Shannon entropy
 We have seen the von Neumann entropy of a density matrix (log is base-2):

𝑆௏ 𝜌 ≡ −𝑇𝑟𝜌 log 𝜌

 Shannon entropy (already used above) for a probability distribution:

 Average number of bits needed to represent a symbol x (selected from a set with distribution {px} 

 Example: four symbols a,b,c,d with {pa=1/2, pb=1/4, pc=pd=1/8}

 Use the encoding: a0, b10, c110, d111

 Average bits= 1 x 1/2 + 2 x ¼ + 3 x 1/8 x 2 = 7/4  ≥ H(X)   [cannot be less than Shannon entropy] 

 Question: 11100100101100  encodes what message? Ans: daababca



Shannon’s noiseless channel coding theorem
 Consider a source consists of a sequence of random variable X1, X2, …, whose values (x1, 

x2, … are drawn from alphabet of e.g. {a,b,c,d}) represent output of the source 

 Assume different uses of the source are independent and identically distributed (iid)

 Example: binary alphabet--- source emitting each X with 0 with probability p;  1 with probability 1-p

 Divide the sequence  x1, x2, … xn to two types: 
(i) typical: those that occur with high probability ----- [for large n, a fraction of p is 0, and a fraction of 1-p is 1]
(ii) atypical: those that rarely occur

 For atypical sequence: do nothing (cannot compress); for typical sequence, can compress using 𝑛𝐻 𝑋 bits 



Shannon’s noiseless channel coding theorem
Suppose {𝑋௜} is an i.i.d. information source with entropy rate 𝐻(𝑋). 
If 𝑅 > 𝐻(𝑋), then there exists a reliable compression scheme of rate R for the source. 
if 𝑅 < 𝐻(𝑋), then any compression scheme will not be reliable.

[See N&C 
Thm 12.4]

 How to generalize to quantum regime? 
(1) Alphabet is drawn from a set of quantum states {|ϕ௫⟩}
(2) {𝑋௜}  an ensemble  ρ = ∑ 𝑞௫|ϕ௫⟩⟨ϕ௫|௫

(3) Typical sequence  typical subspace; atypical sequence  atypical subspace

Suppose {ρ} is an i.i.d. quantum information source with entropy rate 𝑆(ρ). 
If 𝑅 > 𝑆(ρ), then there exists a reliable compression scheme of rate R for the source. 
if 𝑅 < 𝑆(ρ), then any compression scheme will not be reliable.

 Expect:



Schumacher’s quantum data compression
= Quantum Shannon noiseless channel coding

 How to generalize to quantum regime? 
(1) Alphabet is drawn from a set of quantum states {|ϕ௫⟩}
(2) {𝑋௜}  an ensemble  ρ = ∑ 𝑞௫|ϕ௫⟩⟨ϕ௫|௫

(3) Typical sequence  typical subspace; atypical sequence  atypical subspace

 Source is i.i.d. so (on average) is emitting  a message of length n:

 We focus on qubit case. Typical subspace 𝜦 is spanned by those ‘sequences’ 
that have a fraction of p is ‘0’, and a fraction of 1-p is ‘1’
 can represented by a projector: (about 2௡ ௌ(஡) = 2௡ ு(௣) such sequences)



Quantum Data Compression (and Transmission)

 There exists a unitary transformation 𝑈 which takes any n-qubit state |ϕஃ⟩ in 𝜦 to

[Expect decompression is via 𝑈ିଵ]

2.

1.

BobAlice



Example

 Diagonalize ρ: 

 3 x S(ρ)≈1.8  can use two qubits to encode a three-qubit message



 Alice and Bob both agree on the unitary transformation 𝑈 to compress; 
communicate using first two qubits



 How good is this? Let us compare it to the case when Alice sends the first two 
and asks Bob to guess the third letter

[If result is 𝑉, she sends 𝐻𝐻 to Bob, which will be decomposed to |1⟩ and has fidelity=(.0581)(.6219)≈0.036]



Recall: Entanglement cost and formation

 Ans. ‘Quantum data compression’ (just explained)+ quantum teleportation

 How can we achieve the optimal “dilution” process?

𝜓ଵଶ  =  cos 𝜃 0ଵ0ଶ  +  sin 𝜃 1ଵ1ଶ

𝜓ଷସ  =  cos 𝜃 0ଷ0ସ  +  sin 𝜃 1ଷ1ସ

   ⋮

𝜓ଶ௡ିଵ,ଶ௡

= cos 𝜃 0ଶ௡ି 0ଶ௡ + sin 𝜃 1ଶ௡ିଵ1ଶ௡

1. Alice prepares n copies of the states locally, and 
compresses the part that will be shared by Bob

Compressed
into k qubits

𝑘 ≈ 𝑛 𝑆௏ 𝑇𝑟஻ 𝜓 𝜓

Teleport
Bob
Decompresses

Using k
Bell pairs

2. Alice and Bob share n copies of  ψ
by  consuming k = n Ec copies of Bell states

[Schumacher ’96] [Bennett et al. ’92]



Noisy channel coding*: classical vs. quantum
[From Nielsen & Chuang]


