
Today 11/16:

1. Final presentation selection and presentation outline on 
Blackboard

2. Week 13’s topics (quantum simulations and metrology)

PHY682 Special Topics in Solid-State Physics: 
Quantum Information Science

Lecture time: 2:40-4:00PM Monday & Wednesday



Group 1: “Entanglement-Based Machine Learning on a Quantum Computer”, 
PhysRevLett.114.110504 (2019)

Group 2: “Universal Blind Quantum Computation” (3 related references)

Group 4: “Unpaired Majorana fermions in quantum wires”
Ref: A Yu Kitaev “Unpaired Majorana fermions in quantum wires”, 2001 Phys.-Usp. 
44 131

Group 5: Google’s paper on Quantum Supremacy?

Group 3: “Can the ‘WaveFunctionCollapse’ algorithm run on an actual quantum computer?” 
Ref: paper by Karth and Smith, In Proceedings of FDG’17

Group 6:  “Hybrid Quantum algorithm to classify Hermitian matrix definiteness”
Ref.: Gómez, Andrés, and Javier Mas. "Hybrid Quantum algorithm to classify 
Hermitian matrix definiteness." arXiv preprint arXiv:2009.04117 (2020).

Group 7: “Quantum Internet” 
Ref: The quantum internet by H. J. Kimble, Nature 453, 1023-1030 (2010)

Presentation topics



Week 13: The quantum 
'Matrix': Quantum 

simulations and 
quantum sensing and 

metrology



Early ideas of quantum simulations 
 Feynman in 1959: “Atoms on a small scale behave like nothing
on a large scale, for they satisfy the laws of quantum mechanics. 
So, as we go down and fiddle around with the atoms down there, 
we are working with different laws, and we can expect to do 
different things.”

 Feynman gave a lecture in 1981 on ‘Simulating physics with computers”

 Simulating quantum systems with classical computer requires 
exponential complexity 

 Proposed to use  ‘quantum simulators’ instead 

|𝛹(0)〉 |𝛹(𝑡)〉

“Nature isn't classical, dammit, and if you want to make a simulation of 
nature, you'd better make it quantum mechanical, and by golly it's a 
wonderful problem, because it doesn't look so easy.”



Classical Church-Turing thesis [1936]

 Every ‘function which would naturally be regarded as computable’ can 
be computed by the universal Turing machine. (Universal Turing Machine 
can be used to simulate any other “classical computers”.)

Fig. 3.1 of Nielsen & Chuang



Subsequent ideas of quantum simulations

 Seth Lloyd [1996] showed Feynman's 1982 conjecture is correct that 
quantum computers can be programmed to simulate any local quantum 
system (containing few-particle interactions). Evolving in small time steps 
allows efficient simulation of time evolution; overall time needed grows 
only polynomially.

 The Church-Turing-Deutsch Principle or quantum Church-Turing (Deutsch 1985)

Deutsch: could the laws of physics could be used to derive an even stronger 
version of the Church–Turing thesis? 

 Universal quantum computer (universal quantum Turing machine) 
is sufficient to efficiently simulate an arbitrary finite, realizable 
physical system



Lloyd’s quantum simulations

 Operations accessible consists of turning on and 
off Hamiltonians from a set:

Unitary operations are 

 He used the analogy of parking a car to describe how quantum 
simulator works. “By going forward and backing up a sufficiently 
small distance a large enough number of times, it is possible to 
parallel park in a space only ε longer than the length of the car.”

Higher-order 
corrections



Some counting: classical vs. quantum

For 𝑁 qubits, the state vector for system’s wavefunction has 2ே components;

the evolution matrix is of size  

Classical simulation

 Exponential time complexity 

Quantum simulation

• Assume each 𝐻 acts on at most dimension 𝑚. 
Number of operations to simulate 𝑒 ுೕ ௧/ is 𝑚ଶ at most. 

• Each simulated 𝑛 times qubits and there are 𝑙 such terms 
total number of operations is 𝑙𝑛𝑚ଶ. 

• For desired error ε , error in each operation should be less than ε /(𝑙𝑛𝑚ଶ). 

• For typical nearest neighbor or next-nearest neighbor interaction, 𝑙 ∼ 𝑁 (efficient)

• From the expansion, time steps 𝑛 ∼ 𝑡ଶ/ε for time duration 𝑡 . But duration for each 
operation is 𝑡/𝑛∼1/𝑡.  total time complexity is ∼ 𝑡



Digital quantum simulation

One can also use a universal quantum computer to simulate evolution

Should further decompose the Trotter terms into unitary gates



Cirac-Zoller criteria for quantum simulations
[Cirac & Zoller 2012]

1. Quantum system (bosons or fermions with or without spins)
 Contain a large number of degrees of freedom; particles can be confined in 
some region of space. 

2. Initialization: Able to prepare (approximately) a known quantum state. 

3. Hamiltonian engineering
 Possible to engineer a set of interactions with external fields or between 
different particles, with adjustable values. They may involve a reservoir to
simulate open-system dynamics. Among the accessible Hamiltonians there should 
be some that cannot be efficiently simulated (at present) with classical techniques.



Cirac-Zoller criteria (cont’d)
[Cirac & Zoller 2012]

4. Detection
 Able to perform measurements: individual (that is, addressing a few particular sites
on the lattice) or collective. Ideally, one should be able to perform single-shot 
experiments that can be repeated several times; one would be able to determine not 
only 〈𝑆〉, but also 〈𝑓(𝑆)〉

5. Verification
 By definition no way of verifying the result if simulation is cannot be 

classically simulated efficiently.  Should be a way of increasing the 
confidence in the result. 

(a) Exactly solvable models in physics provide such a benchmark.
(b) Evolution may be run forwards and backwards in time to
check if ends up in the initial state. 
(c) Results of different methods and simulation systems could
be compared.



1. Feshbach resonances can be used to tune interaction between atoms 
 enables a simulator for other strongly interacting fluids

Physical systems
 Ultracold quantum gases

high degree of controllability, novel detection possibilities and extreme physical 
parameter regimes (compared to solid-state systems)

2. control of the energy landscape at the level of the single-
particle Hamiltonian
 trap atoms in optical lattices

3. Single-atom control and detection allow one to study the 
time evolution of these strongly correlated fluids

4. Artificial gauge fields can be applied

[Cf. Prof. Schneble’s Ultracold Quantum Systems Lab
Bloch, Dalibard & Nascimbène, Nat. Phys. 2012] 

[Weitenberg, C. et al, Nature 2011]



t







Physical systems
 Trapped ions

Can be accurately controlled and manipulated; a large variety of interactions can be 
engineered with high precision; measurements of relevant observables can be obtained 
with nearly 100% efficiency

[Blatt and Roos, Nat. Phys. 2012] 

[Blatt’s group, Univ. of Innsbruck]



Parity oscillations observed on {2,3,4,5,6,8,10,12,14}-qubit GHZ states



~300 ions

Here we demonstrate a variable-range Ising-type spin–spin interaction, Ji,j , on a naturally 
occurring, two-dimensional triangular crystal lattice of hundreds of spin-half particles (beryllium 
ions stored in a Penning trap)

[Penning trap; see Wikipedia]



“Use a quantum simulator composed of up 
to 53 qubits to study non-equilibrium dynamics 
in the transverse-field Ising model with 
long-range interactions. 

 Observe a dynamical phase transition 
after a sudden change of the Hamiltonian”



10 Yb+ ions

[system: high centration NV 
centers (45ppm)]

[On trapped 
ions]

[On NV 
centers in 
diamonds]



Other physical systems

Already saw NV centers in diamond

Superconducting qubits have been deployed in quantum computers 
(e.g. IBM, Google, Rigetti, etc.) 

Photonic systems

 Already saw their potential and current limitation as a universal 
quantum computer (and a quantum annealer)



Hofstadter butterfly; with 9 sc qubits

Using a chain of nine superconducting qubits, we implement a technique for 
resolving the energy levels of interacting photons. We benchmark this method by 
capturing the main features of the intricate energy spectrum predicted for two-
dimensional electrons in a magnetic field—the Hofstadter butterfly. 

Each qubit can be thought of as a nonlinear photonic resonator 
in the microwave regime with the Hamiltonian:



for hydrogen molecule

Photonic 
system:


