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#### Abstract

In this unit, we will give a brief review of the necessary Math that you should have known. Then we introduce the very but important basics of quantum principles, and you are ready to study the concepts of quantum bits (qubits) and quantum gates. We will also have the first taste of quantum algorithms and the potential of quantum computation but possible limitation.

Learning outcomes: (1) You'll be ready to embark on a QIS journey. (2) You'll understand why quantum computing has a lot of potential and why it may also not be all-powerful.


## I. WHAT MATHEMATICS DO I NEED?

Mostly linear algebra (vectors and matrices) is needed to get started on quantum information science. We will review the very basics here; if you know all of them, you are really set to learn a lot. Dr. Martin Laforest (University of Waterloo) has written a little book on "The Mathematics of Quantum Mechanics"; it is free to download at http://dl.icdst.org/pdfs/files3/8950b72535591b7bf7217e2bb5f650a1.pdf and please browse through it to see if there is any math that you need to refresh yourself of.

Other mathematics such as group theory, representation of groups, and bosonic and fermionic annihilation and creation operators, etc. will be taught and can be learned along the way.
Complex numbers. The symbol $i=\sqrt{-1}$ represents the square root of -1 and has the properties that $i^{2}=-1$ and $|i|=|\sqrt{-1}|=1$. We also define the complex conjugate of $i: \bar{i}=i^{*}=-i$. With the definition of $i$, we can extend the real numbers to complex numbers and define $z \equiv a+b i$ for $a \& b$ real. It has the property that $\bar{z}=z^{*}=a-b i$ and the absolute value of $|z|=\sqrt{z \cdot \bar{z}}$. From this definition we have $|z|=|a+b i|^{2}=a^{2}+b^{2}$. The expression $z$ encodes a two-dimensional coordinate, and many mathematical and physical objects in 2D can be conveniently expressed in terms of such complex numbers.

Why do we need complex numbers? In quantum mechanics, the wave function $\psi(x)$ that describes a quantum particle on a line is in general complex. It represents some probability amplitude of finding a particle at location $x$. The probability density of finding the particle at $x$ is $p(x)=|\psi(x)|^{2}$ and $\int_{-\infty}^{\infty} p(x) d x=1$. The $i$ is responsible for interesting interference phenomena in physics. See also the article in Physics Today by Johanna Miller on "Does quantum mechanics need imaginary numbers?" [1] who discussed a proposal and experiment on "Quantum theory based on real numbers can be experimentally falsified" [2]. However, it is interesting to point out that it is possible to perform universal quantum computation using real-value gates so that there are only real-valued amplitudes during the computation [3, 4].

An important formula relates an angle from the origin on the 2 D complex plane and its x - and y -components is the Euler formula: $e^{i \theta}=\cos \theta+i \sin \theta$. Note that $i=e^{i \pi / 2}$ and $-1=e^{i \pi}$.
Vectors in linear algebra and (pure) quantum states. A particle on a line contains infinite many locations and is the standard example in quantum mechanics, e.g., a particle in a box or in a harmonic potential [5]; a much simpler quantum mechanical systems is the two-level system [6]. In general, we can have finite-dimensional or even infinite-dimensional systems. It is useful to use the Dirac notation to represent a quantum state; at this stage you can regard it just as a useful notation with 'bra-kets'. For example, we can label the two basis states (which are orthonormal) of a two-level system by $|0\rangle$ and $|1\rangle$, and they can be understood as two vectors,

$$
\begin{equation*}
|0\rangle:=\binom{1}{0},|1\rangle:=\binom{0}{1} \tag{1}
\end{equation*}
$$

Another example is the three-level system, whose basis vectors are

$$
\left.\left.\left.\vec{v}_{1}=\left(\begin{array}{l}
1  \tag{2}\\
0 \\
0
\end{array}\right)=:\left.\right|^{\prime} 1^{\prime}\right\rangle, \vec{v}_{2}=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)=:\left.\right|^{\prime} 2^{\prime}\right\rangle, \vec{v}_{3}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)=:\left.\right|^{\prime} 3^{\prime}\right\rangle
$$

Note that $\vec{v}^{\prime} s$ form an orthogonal basis: $\quad \vec{v}_{i}^{* T} \cdot \overrightarrow{v_{j}}=\vec{v}_{i}^{\dagger} \overrightarrow{v_{j}}=\delta_{i j}$. The complex conjugation on $\overrightarrow{v_{j}}$ is needed as the vector space is complex in general. In terms of the Dirac's bra-ket notation, we write $\left\langle\left.^{\prime} i^{\prime}\right|^{\prime} j^{\prime}\right\rangle=\delta_{i j}$. The notation $\delta_{i j}$ is the Kronecker delta function and equals one if $i=j$, but zero otherwise.

Matrices in linear algebra and operations on quantum states. In quantum mechanics, the time evolution is governed by the Schrödinger's equation and you may have seen the evolution operator of the form $e^{-i t H / \hbar}$, which is unitary. A unitary matrix $U$ satisfies $U^{\dagger} U=U U^{\dagger}=I$, for example, the following $3 \times 3$ matrices will act on a three-level system,

$$
U=\left(\begin{array}{lll}
\cos \theta & i \sin \theta & 0  \tag{3}\\
i \sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right), U^{\dagger}=\left(\begin{array}{lll}
\cos \theta & -i \sin \theta & 0 \\
-i \sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right)
$$

If $U$ acts on $\left.\left.\right|^{\prime} 1^{\prime}\right\rangle$, it is done as follows,

$$
\left.\left.U\right|^{\prime} 1^{\prime}\right\rangle=\left(\begin{array}{lll}
\cos \theta & i \sin \theta & 0  \tag{4}\\
i \sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right) \vec{v}_{1}=\left(\begin{array}{lll}
\cos \theta & i \sin \theta & 0 \\
i \sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{l}
\cos \theta \\
i \sin \theta \\
0
\end{array}\right)
$$

There is a bra-ket notation for $\left.U: U=\left.\sum_{i j} U_{i j}\right|^{\prime} i^{\prime}\right\rangle\left\langle{ }^{\prime} j^{\prime}\right|$, thus $\left.\left.\left\langle i^{\prime}\right| U\right|^{\prime} j^{\prime}\right\rangle=U_{i j}$. Moreover, $(U \vec{v})_{i}=\sum_{i j} U_{i j} v_{j}=$ $\left\langle^{\prime} i^{\prime}\right| U|v\rangle$. An $n \times n$ identity matrix can be written as: $\left.I=\left.\sum_{i=1}^{n}\right|^{\prime} i^{\prime}\right\rangle\left\langle^{\prime} i^{\prime}\right|$.
Projectors and tensor (or Kronecker) product. We have seen, e.g., $\left|{ }^{\prime} 1^{\prime}\right\rangle=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)$ as a vector. We can define a projector $\left.P_{1} \equiv \overrightarrow{v_{1}}{\overrightarrow{v_{1}}}^{\dagger}=| |^{\prime}\right\rangle\left\langle^{\prime} 1^{\prime}\right|=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ that projects to the subspace spanned by the vector $\overrightarrow{v_{1}}$. That is $P_{1} \vec{v} \sim \overrightarrow{v_{1}}$. As an example, $\left.\left.\left.P_{1}\left(\left.a\right|^{\prime} 1^{\prime}\right\rangle+\left.b\right|^{\prime} 2^{\prime}\right\rangle\right)=\left.a\right|^{\prime} 1^{\prime}\right\rangle$. Note that $P_{1}$ is hermitian (or self-adjoint, i.e. $\left.P_{1}^{\dagger} \equiv\left(P_{1}^{*}\right)^{T}=P_{1}\right)$ and it squires to itself $P_{1}^{2}=P_{1}$.

Next we discuss an important operation to combine different vector spaces, i.e. tensor (or Kronecker) product. For example the tensor product of two vectors,

$$
\left.\left.\vec{v}_{1} \otimes \vec{v}_{2}=\left(\begin{array}{c}
1 \times \vec{v}_{2}  \tag{5}\\
0 \times \vec{v}_{2} \\
0 \times \vec{v}_{2}
\end{array}\right)=\left(\begin{array}{c}
0 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)=\left.\right|^{\prime} 1^{\prime}\right\rangle\left.\otimes\right|^{\prime} 2^{\prime}\right\rangle
$$

The meaning of this can be understood as describing a combined system of two qutrits (quantum trits), one in state $\left.\left.\right|^{\prime} 1^{\prime}\right\rangle$ and the other in state $\left.\left.\right|^{\prime} 2^{\prime}\right\rangle$. You can also see the advantage of using the Dirac notation, rather than writing out all components of the state vector.

We also naturally have the tensor product of two matrices, for example for the two $3 \times 3$ matrices $A$ and $B$ (note that they do not need to have the same dimensions),

$$
A \otimes B=\left(\begin{array}{ccc}
a_{11} B & a_{12} B & a_{13} B  \tag{6}\\
a_{21} B & a_{22} B & a_{23} B \\
a_{31} B & a_{32} B & a_{33} B
\end{array}\right)
$$

Note that it is easy to convince yourself that

$$
\begin{equation*}
\left.\left.\left.\left.\left.A \otimes B\left(\left.\right|^{\prime} 1^{\prime}\right\rangle \otimes\right|^{\prime} 2^{\prime}\right\rangle\right)=\left(\left.A\right|^{\prime} 1^{\prime}\right\rangle\right) \otimes\left(\left.B\right|^{\prime} 2^{\prime}\right\rangle\right) \tag{7}
\end{equation*}
$$

Eigenvalue equation for a Hermitian matrix. Assume that $H$ is an $n \times n$ Hermitian matrix (i.e. $H^{\dagger}=H$ ), the eigenvalue equation for $H$ is

$$
\begin{equation*}
H \vec{v}=\lambda \vec{v} \tag{8}
\end{equation*}
$$

or in the bra-ket notation: $H|v\rangle=\lambda|v\rangle$. If $H$ is the so-called Hamiltonian of a system, $\lambda$ 's correspond to eigen-energies of the system.

There are $n$ indepdent solutions $\overrightarrow{v_{i}}$ (eigenvectors) and $\lambda_{i}$ (eigenvalues); we have that $\lambda_{i}$ 's are real and eigenvectors can be made orthonormal: $\vec{v}_{i}{ }^{\dagger} \overrightarrow{v_{j}}=\delta_{i j}$ (or in bra-ket notation: $\left\langle v_{i} \mid v_{j}\right\rangle=\delta_{i j}$ ). If some $\lambda_{i}$ 's are the same, they are degenerate. For example, the following three Pauli matrices each have two eigenvalues and eigenvectors (what are they?).

$$
\sigma_{x}=X \equiv\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \sigma_{y}=Y \equiv\left(\begin{array}{ll}
0 & -i \\
i & 0
\end{array}\right), \sigma_{z}=Z \equiv\left(\begin{array}{ll}
1 & 0 \\
0 & -1
\end{array}\right)
$$

| EPR (Einstein-Podolsky-Rosen) 1935 | "Can Quantum-Mechanical Description of Physical Reality Be Considered Complete?" [7] |
| :--- | :--- |
| Bell 1964 | Inequality to compare classical theory and quantum mechanics [8] |
| Clauser-Horne-Shimony-Holt (CHSH) 1969 | Another inequality easier to test experimentally [9] |
| Feynman 1981 and 1985 | Quantum Computation and Quantum Simulations [10, [1] |
| Aspect, Granger and Roger 1982 | Experimental violation of CHSH inequality [12] |
| Bennett and Brassard 1984 | Quantum Key Distribution using non-orthogonal states [13] |
| Benioff 1990 | Turing Machine using Quantum Mechanics [14] |
| Manin 1990 | Idea of Quantum Computation [15] |
| Ekert 1991 | QKD using singlet pairs [16] |
| Bennett et al. 1993 | Quantum teleportation [17] |
| Shor 1994 | Quantum Factoring algorithm [18] |
| Shor 1995 | Quantum Error Correction [19] |
| Grover 1996 | Quantum Search algorithm [20 22 |
| $\ldots$ | $\ldots$ |
| Google 2019 | Quantum Supremacy Demonstration [23] |
| $\ldots$ | $\ldots$ |

TABLE I. Some incomplete but important early milestones in quantum information.

## II. THE NOTION OF QUANTUM BITS

In Table I, we list a few early important developments that spurred the field of quantum information science. The field has evolved from a small community to one that is mutli-disciplinary, and there are a lot of experimental progresses as well as theoretical advancement. We include the Google's experiment on quantum supremacy in the table.

Quantum mechanics provides the starting point for discussions; however, one needs not go through a whole semester of quantum physics or quantum mechanics to appreciate the concepts of QIS. We will first review some basic quantum mechanical principles and explain some of the early ideas of quantum information processing protocols. There are many textbooks and, among them, I recommend the book by Susskind 6.
Quantum bits and quantum gates. A quantum bit (qubit) is a two-level system, which can be described by a complex vector $\psi$, which lives in a 'Hilbert' space (denoted by $\mathcal{C}^{2}$ ), but let's not worry about its rigorous mathematical definition). Usually we write it as

$$
|\psi\rangle=\vec{v}=\binom{\alpha}{\beta} .
$$

For convenience and as a convention, we will normalize the complex vector $\psi$ to have a unit norm. The meaning is the total probability by adding the distributions $|\alpha|^{2}$ over $|0\rangle=\binom{1}{0}$ and $|\beta|^{2}$ over $|1\rangle=\binom{0}{1}$ is unit,

$$
\langle\psi| \cdot|\psi\rangle=\langle\psi \mid \psi\rangle=\vec{v}^{*} \cdot \vec{v}=\left(\begin{array}{cc}
\alpha^{*} & \beta^{*}
\end{array}\right) \cdot\binom{\alpha}{\beta}=|\alpha|^{2}+|\beta|^{2}=1 .
$$

Since it is a two-component vector, it has two basis vectors, and we have chosen the following,

$$
|\uparrow\rangle=|0\rangle=\binom{1}{0},|\downarrow\rangle=|1\rangle=\binom{0}{1}
$$

Thus we can also use the Dirac's notation,

$$
|\psi\rangle=\alpha|\uparrow\rangle+\beta|\downarrow\rangle=\alpha|0\rangle+\beta|1\rangle .
$$

Quantum gates or quantum operators act on quantum states (thus their dimensions should match), so they behave like a matrix, e.g. the NOT or X gate:

$$
X=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

which flips up to down,

$$
X|\uparrow\rangle=X\binom{1}{0}=\binom{0}{1}=|\downarrow\rangle
$$

Another example gate is the so-called Hadamard gate, which unfortunately shares the same symbol $H$ as the Hamilonian used by physicists,

$$
H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)
$$

which takes $|0\rangle$ to $(|0\rangle+|1\rangle) / \sqrt{2}$.
Note that we use a 'ket' notation $|\psi\rangle$ for $\psi$, whose 'dual row vector' $\psi^{\dagger}$ is denoted by a 'bra' notation $\langle\psi|$,

$$
\langle\psi|=(|\psi\rangle)^{\dagger}=\left(\begin{array}{ll}
\alpha^{*} & \beta^{*}
\end{array}\right) .
$$

Inner product, outer product, density matrix and its trace. The inner product between a bra and a ket results in a number; in particular, for the same $\psi$, we have

$$
\langle\psi| \cdot|\psi\rangle=\langle\psi \mid \psi\rangle=\left(\begin{array}{cc}
\alpha^{*} & \beta^{*}
\end{array}\right)\binom{\alpha}{\beta}=|\alpha|^{2}+|\beta|^{2}=1
$$

The outer product results in a matrix (also called 'density matrix' and denoted by $\rho$ whose subscript $\psi$ reminds you its origin from $\psi$ ), also an operator; in this case, it is a projector:

$$
\rho_{\psi} \equiv|\psi\rangle\langle\psi|=\binom{\alpha}{\beta}\left(\begin{array}{cc}
\alpha^{*} & \beta^{*}
\end{array}\right)=\left(\begin{array}{cc}
|\alpha|^{2} & \alpha \beta^{*} \\
\alpha^{*} \beta & |\beta|^{2}
\end{array}\right)
$$

The trace of this density matrix is actually the norm square,

$$
\operatorname{Tr}\left(\rho_{\psi}\right) \equiv \operatorname{Tr}(|\psi\rangle\langle\psi|)=\operatorname{Tr}\left[\binom{\alpha}{\beta}\left(\begin{array}{cc}
\alpha^{*} & \beta^{*}
\end{array}\right)\right]=\operatorname{Tr}\left(\begin{array}{cc}
|\alpha|^{2} & \alpha \beta^{*} \\
\alpha^{*} \beta & |\beta|^{2}
\end{array}\right)=|\alpha|^{2}+|\beta|^{2}=1
$$

Its normalization is one if we have normalized the ket similarly. Interestingly, using the 'cyclic' property of the trace, we have (i.e. trace of outer product $=$ inner product):

$$
\operatorname{Tr}(|\psi\rangle\langle\psi|)=\operatorname{Tr}(\langle\psi| \cdot|\psi\rangle)=\langle\psi \mid \psi\rangle=1
$$

Bloch sphere . (Note in optics, the corresponding one is the Poincaré sphere.) Given the normalization $|\alpha|^{2}+|\beta|^{2}=1$ and the irrelevance of the overall phase (in computing e.g. observables or in forming the density matrix), we can choose to parameterize $\alpha$ and $\beta$ by

$$
\alpha=\cos (\theta / 2), \beta=e^{i \phi} \sin (\theta / 2)
$$



FIG. 1. Bloch sphere and some example states.

To describe a pure qubit requires two real variables; a qubit seems to have more information content than a classical bit, which can only be either 0 or 1 .

Let us calculate the density matrix,

$$
\rho_{\psi} \equiv|\psi\rangle\langle\psi|=\left(\begin{array}{ll}
|\alpha|^{2} & \alpha \beta^{*} \\
\alpha^{*} \beta & |\beta|^{2}
\end{array}\right)=\left(\begin{array}{ll}
\cos ^{2}(\theta / 2)=(1+\cos \theta) / 2 & \sin (\theta / 2) \cos (\theta / 2) e^{-i \phi}=\sin \theta e^{-i \phi} / 2 \\
\sin (\theta / 2) \cos (\theta / 2) e^{i \phi} & \sin ^{2}(\theta / 2)=(1-\cos \theta) / 2
\end{array}\right)
$$

If we define $r_{x}=\sin \theta \cos \phi, r_{y}=\sin \theta \sin \phi$, and $r_{z}=\cos \theta$, then we have

$$
\rho_{\psi}=\frac{1}{2}\left(\begin{array}{ll}
1+r_{z} & r_{x}-i r_{y} \\
r_{x}+i r_{y} & 1-r_{z}
\end{array}\right)=\frac{1}{2}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)+\frac{r_{x}}{2}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)+\frac{r_{y}}{2}\left(\begin{array}{ll}
0 & -i \\
i & 0
\end{array}\right)+\frac{r_{z}}{2}\left(\begin{array}{ll}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

We have thus arrived at a combination of the idenity matrix $I$ and the three Pauli matrices $\sigma_{x}=: X, \sigma_{y}=: Y$, and $\sigma_{z}=: Z$ (we use both notations). We can write compactly

$$
\rho_{\psi}=(I+\vec{r} \cdot \vec{\sigma}) / 2, \quad \vec{\sigma} \equiv(X, Y, Z)
$$

where $|\vec{r}|=1$ in this case of a 'pure' state and the exact forms of the Pauli matrices are

$$
X=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), Y=\left(\begin{array}{ll}
0 & -i \\
i & 0
\end{array}\right), Z=\left(\begin{array}{ll}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Pure states lie on the surface of the Bloch sphere, see Fig. 1. and we will see below that there are states inside the sphere, which are called 'mixed' states.
Properties of Pauli matrices. These matrices square to identity, anticommute and are cyclic in their commutators:

$$
\begin{gathered}
X^{2}=Y^{2}=Z^{2}=I \\
\{X, Y\} \equiv X Y+Y X=0=\{Y, Z\}=\{Z, X\} \\
{[X, Y] \equiv X Y-Y X=2 i Z,[Y, Z]=2 i X,[Z, X]=2 i Y}
\end{gathered}
$$

They are related to spin- $1 / 2$ angular momentum operators $\hat{S}_{\alpha}=\hbar \sigma_{\alpha} / 2$ (where $\hbar$ is the reduced Planck constant) and they generate rotation of the qubit around respective axes,

$$
\begin{equation*}
R_{x}(\varphi) \equiv e^{-i \varphi \frac{X}{2}}, R_{y}(\varphi) \equiv e^{-i \varphi \frac{Y}{2}}, R_{z}(\varphi) \equiv e^{-i \varphi \frac{Z}{2}} \tag{9}
\end{equation*}
$$

A general rotation by an angle $\varphi$ with respect to an axis denoted by a unit vector $\hat{n}$ can be conveniently written as

$$
R_{\hat{n}}(\varphi) \equiv e^{-i \frac{\varphi}{2} \hat{n} \cdot \vec{\sigma}}=\cos (\varphi / 2) I-i \sin (\varphi / 2) \hat{n} \cdot \vec{\sigma}
$$

Note that $X, Y$, and $Z$ are themselves rotation by 180 degrees (e.g. $X$ flips up to down); Note they are Hermitian, e.g. $X^{\dagger}=X$ and traceless, e.g. $\operatorname{Tr}(X)=\operatorname{Tr}(Y)=\operatorname{Tr}(Z)=0$.

As we have seen that the density matrix corresponding to a general pure state is a rank-1 projector (i.e. has only one nonzero eigenvalue), written as $\rho_{\psi} \equiv|\psi\rangle\langle\psi|$. The associated vector $\vec{r}$ has a constraint of having a unit length $|\vec{r}|=1$. Using a different expression that $\rho_{\psi}^{2}=|\psi\rangle\langle\psi| \cdot|\psi\rangle\langle\psi|=|\psi\rangle\langle\psi|=\rho_{\psi}$. We find that $\operatorname{Tr}\left(\rho_{\psi}^{2}\right)=\operatorname{Tr}\left(\rho_{\psi}\right)=1$. The trace of the square of a density matrix is sometimes referred to as purity, and a pure state has a unit parity. For a qubit, the unit purity implies $|\vec{r}|=1$. We can deduce this result by directly the square of $\rho_{\psi}$, whose detail is left as an exercise,

$$
\rho^{2}=\frac{1}{4}(I+\vec{r} \cdot \vec{\sigma})^{2}=\frac{1}{4}\left(I+2 \vec{r} \cdot \vec{\sigma}+|\vec{r}|^{2} I\right) \Rightarrow \operatorname{Tr}\left(\rho^{2}\right)=\left(1+|\vec{r}|^{2}\right) / 2 \leq 1 .
$$

Mixed states. If $|\vec{r}|<1, \rho$ does not represent the density matrix of a pure state, it is a mixed state! In other words, both eigenvalues of a qubit density matrix $\rho$ are nonzero and less than one (rank-two in contrast to rank-one for a pure state). Suppose we diagonalize $\rho$ and obtain two eigenvalues $p_{1}$ and $p_{2}$ and the associated eigenvectors (eigenstates) $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$, then

$$
\rho=p_{1}\left|\psi_{1}\right\rangle\left\langle\psi_{1}\right|+p_{2}\left|\psi_{2}\right\rangle\left\langle\psi_{2}\right|, \text { with } p_{1}+p_{2}=1, p_{i} \geq 0, \text { and } \rho\left|\psi_{i}\right\rangle=p_{i}\left|\psi_{i}\right\rangle .
$$

This shows that a mixed state can come from a statistical mixture of pure states; we can imagine a source randomly emit states $\left|\psi_{i}\right\rangle$ with probability $p_{i}$. In this example, we have the 'spectral' decomposition for $\rho$ and $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ are orthonormal eigenstates $\left\langle\psi_{i} \mid \psi_{j}\right\rangle=\delta_{i j}$.

We can see that the minimum number of pure-state components $\left|\psi_{i}\right\rangle$ 's in the decompositon of a mixed state $\rho$ is the rank of the matrix $\rho$. However, from the viewpoint of a source randomly emitting states $\left|\psi_{i}\right\rangle$ with probability $p_{i}$, the number of $\left|\psi_{i}\right\rangle$ can be arbitrary and that $\left|\psi_{i}\right\rangle$ 's need not be orthogonal. The spectral decomposition is just a special decomposition. Moreover, a source can also emit a mixed state. In general, there are infinite number of ways in decomposing a mixed state (with more than two components), thus we have a statistical ensemble:

$$
\rho=\sum_{i=1}^{n} q_{j} \rho_{j}, \quad \text { with } \sum_{j} q_{j}=1, \quad \rho_{j} \geq 0 \& \operatorname{Tr}\left(\rho_{j}\right)=1
$$

Note that when we write $\rho_{j} \geq 0$ for a matrix $\rho_{j}$, we mean that all eigenvalues are non-negative. The mathematical jargon for this is 'positive semi-definite'.

## III. BASIC QUANTUM MECHANICAL RULES

Three essential ingredients of quantum mechanics will be introduced; they are (i) superposition principle (and entanglement), (ii) unitary evolution, and (iii) measurement. Note that in (i) we added entanglement to superposition, as it is a natural consequence that emerges when one discusses more than one particles or one partice but with multiple degrees of freedom. Entanglement is an key concept in modern quantum information theory, but it was Erwin Schr'odinger who coined the term in 1935. You may have already learned of these principles in your quantum physics or quantum mechanics class. But we want to stress here that later when you analyze quantum algorithms, these three ingredients are used over and over again.
(I) Superposition. Quantum states can have superposition (and later entanglement when there are more degrees of freedom). Superposition is not a new concept; it is already there in classical wave phenomena. Interference is a result of superpositon, either constructive or destructive. But everyday object like a coin cannot be in a superposition of head and tail. A quantum coin, if it exists, would be able to do so.

We have actually seen that a qubit can be a superposition of up and down, with respective weights or more precisely, amplitudes, written as,


We have seen the Bloch sphere earlier and some other superpositions.

But how do you put it in such a superposition (e.g. if we begin with up)? Answer: by using quantum gates (e.g. the Hadamard gate $H$ ).

$$
H|\uparrow\rangle=\frac{1}{\sqrt{2}}(|\uparrow\rangle+|\downarrow\rangle)
$$

But how are quantum gates implemented? One key approach is to let quantum states evolve (under the so-called Hamiltonian), and the evolution gives rise to the action of a quantum gate. This naturally leads to the next principleevolution.
(II) Unitary evolution. The evolution in time under the Hamiltonian is linear and unitary. The 'driver' of the evolution is the Hamiltonian (unfortunately has same symbol $H$ as the Hadamard, so we will put a hat ^over it if needed for distinction). How it drives the evolution is via the Schr'odinger's equation,

$$
i \hbar \frac{d}{d t}|\psi(t)\rangle=\hat{H}|\psi(t)\rangle
$$

Let's not worry, we won't dwell on how to solve it (this is what do we in PHY251 Modern Physics or PHY308 Quantum Physics at Stony Brook University). But there is a formal solution:

$$
|\psi(t)\rangle=e^{-\frac{i}{\hbar} \hat{H} t}|\psi(0)\rangle
$$

This in effect gives us a gate (if time it well),

$$
U_{H}(t) \equiv e^{-\frac{i}{\hbar} \hat{H} t}
$$

There are two important properties of this operator $U_{H}$ : unitary and linear. First, it is easy to see that $U_{H} U_{H}^{\dagger}=$ $U_{H}^{\dagger} U_{H}=1$, showing that $U_{H}$ is unitary. Second, the linearity implies that

$$
U_{H}(a|\psi\rangle+b|\phi\rangle)=a\left(U_{H}|\psi\rangle\right)+b\left(U_{H}|\phi\rangle\right)
$$

(III) Measurement. Strong measurement projects wavefunction; the outcome is often probabilistic. This is one mystical part of quantum mechanics, but is easy to illustrate with a quantum coin. Suppose we measure in the 'classical' or 'computational' basis to reveal up or down on a Q coin:


You will obtain an outcome randomly. Sometimes it's up (we will give a score of +1 ) and sometimes it's down (we give a score of -1 ). What we know is that it occurs according to some distribution, which is known as the Born rule,

$$
\begin{aligned}
& P_{\uparrow}=|\alpha|^{2}=|\langle\uparrow \mid \psi\rangle|^{2}, \sigma=+1 \\
& P_{\downarrow}=|\beta|^{2}=|\langle\downarrow \mid \psi\rangle|^{2}, \sigma=-1
\end{aligned}
$$

Now we frame the understanding into the standard QM language and this usually requires the introduction of an 'observable', which is an Hermitian matrix. The notion of 'observables' is tightly related to the 'basis' of measurement, in this case is the $Z=\sigma_{z}$ operator (as the observable), written in a way to express the essence of the measurement postulate:

$$
Z=(+1)|\uparrow\rangle\langle\uparrow|+(-1)|\downarrow\rangle\langle\downarrow| .
$$

The basis is defined by the eigenstates of the observable. The 'eigenvalues' are what we 'read out' and the 'eigenstates' define the measurement basis. The act of measurement will project the system randomly into one of the eigenstates of the observable. The average 'score' represents the expected value of the observable over many repeated measurements,

$$
\langle\psi| Z|\psi\rangle=P_{\uparrow} \cdot(+1)+P_{\downarrow} \cdot(-1)
$$

Measurement is important, as the result of a quantum computation needs to be read out-by measurement. The actual process in real life, however, is not as clear cut as the postulate.
Entanglement. The true quantum-ness comes at two qubits or more, where you can have 'entanglement'. Superposition also occurs at classical waves, but entanglement is "the characteristic feature of quantum mechanics" according to Schrödinger. We will also see the advantage of Dirac's 'bra-ket' notation.

For two qubits, there are four basis states (we may omit 'tensor product' $\otimes$ notation)

$$
|\uparrow \uparrow\rangle \equiv|\uparrow\rangle \otimes|\uparrow\rangle,|\uparrow \downarrow\rangle,|\downarrow \uparrow\rangle,|\downarrow \downarrow\rangle .
$$

There are entangled states (which cannot be written as a product form), four such examples that form the basis of two qubits are,

$$
\left|\Phi^{ \pm}\right\rangle \equiv \frac{1}{\sqrt{2}}(|\uparrow \uparrow\rangle \pm|\downarrow \downarrow\rangle), \quad\left|\Psi^{ \pm}\right\rangle \equiv \frac{1}{\sqrt{2}}(|\uparrow \downarrow\rangle \pm|\downarrow \uparrow\rangle)
$$

These are call Bell states. We will see later that they are useful resources for many quantum tasks. Notation wise, it is cumbersome to write $N$-qubit states using vectors, as it requires $2^{N}$ components; so we see the advantage of the Dirac's notation.

$$
|\uparrow\rangle=|0\rangle=\binom{1}{0},|\downarrow\rangle=|1\rangle=\binom{0}{1},|\uparrow\rangle \otimes|\downarrow\rangle=\binom{1}{0} \otimes\binom{0}{1}=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right)
$$

We now illustrate how to obtain one such entangled state from applying gates to the product state $|\uparrow \uparrow\rangle=|00\rangle$; we introduce the CNOT (Controlled-NOT or Controlled-X) gate,

$$
\mathrm{CNOT}_{12}=|\uparrow\rangle\langle\uparrow| \otimes I+|\downarrow\rangle\langle\downarrow| \otimes X=\left(\begin{array}{cc|cc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\hline 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

Then

$$
|\uparrow \uparrow\rangle \stackrel{H_{1}}{\Longrightarrow} \frac{1}{\sqrt{2}}(|\uparrow\rangle+|\downarrow\rangle) \otimes|\uparrow\rangle \xrightarrow{\mathrm{CNOT}_{12}} \frac{1}{\sqrt{2}}(|\uparrow \uparrow\rangle+|\downarrow \downarrow\rangle)
$$

where the subscript ${ }_{1}$ in $H$ indicates that $H$ acts on the first qubit. In terms of a quantum circuit (which we introduce now), it can be represented as:

where we use 0 and 1 instead of up and down arrows, and we have introduced the diagram for the CNOT gate.

## IV. A TASTE OF QUANTUM POWER: SIMPLE QUANTUM ALGORITHMS

Even if you never learn quantum mechanics before, you can still learn quantum information and computation provided you know matrices and vectors (linear algebra). You need just to remember the three basic rules of QM and you can understand them in terms of linear algebra. We are ready for the first quantum algorithm.


FIG. 2. Illustration of function $f$ and a circuit to perform $f(x)+b$ (modulo 2).

## A. Deutsch algorithm-constant or balanced?

Consider a function $f$ mapping from one bit to one bit, $f: 0,1 \rightarrow 0,1$. There are four possibilities, but they can be classified into two categories, (1) constant: $f(0)=f(1)$ and (2) balanced: $f(1)=f(0)+1$ (modulo 2); see Fig. 2 . This problem and its quantum solution was proposed by David Deutsch in 1985 [24].

The question that David Deutsch asked is whether the function (unknown to us) is constant or balanced. This is mathematically equivalent to whether $f(0) \oplus f(1)$ is 0 or 1 . It is obvious that classical computers need two function evaluations to determine which case $f$ is. However, for quantum computers, it only takes one evaluation.
Useful observation/trick: 'phase kickback'. In the circuit shown in Fig. 2 we suppose its effect is to compute $f(x)$ of the first register and add it (modulo 2) to the second register,

$$
|x\rangle \otimes|b\rangle \rightarrow|x\rangle \otimes|f(x)+b\rangle
$$

There is a special input of the second register: $|-\rangle \equiv(|0\rangle-|1\rangle) / \sqrt{2}$. If we send in $|x\rangle \otimes(|0\rangle-|1\rangle)$, ignoring the normalization, we have

$$
\begin{aligned}
|x\rangle \otimes(|0\rangle-|1\rangle) & \rightarrow|x\rangle \otimes(|f(x)\rangle-|f(x)+1\rangle) \text { by superposition and linearity } \\
& =|x\rangle \otimes(-1)^{f(x)}(|0\rangle-|1\rangle) \text { by using } f(x)=0 \text { or } 1 .
\end{aligned}
$$

Since the second register remains the same, for the purpose of analysis, we do not need to display it and we write (for $x=0$ or 1, i.e. in the computational basis),

$$
|x\rangle \rightarrow(-1)^{f(x)}|x\rangle
$$

The effect is that a phase $(-1)^{f(x)}$ multiplies $|x\rangle$, which is called the phase kickback. This arises by using a superposition in the second register.
The solution. Now for the first register, instead of either $|0\rangle$ or $|1\rangle$, we can send in a superposition as well:
 we find that after the circuit the first register becomes,

$$
|0\rangle+|1\rangle \rightarrow(-1)^{f(0)}|0\rangle+(-1)^{f(1)}|1\rangle=\left\{\begin{array}{l}
(-1)^{f(0)}(|0\rangle+|1\rangle) \text { constant case } \\
(-1)^{f(0)}(|0\rangle-|1\rangle) \text { balanced case }
\end{array}\right.
$$

To tell which case the function $f(x)$ is, we only need to measure the first register in a different basis $| \pm\rangle=(|0\rangle \pm|1\rangle) / \sqrt{2}$, as illustrated in Fig. 3. It is as if the quantum computer is exploring two parallel universes by superposition; Deutsch originally proposed this algorithm to test the multiverse or many-world theory.
Comment on input and readout. We have seen that we need one evaluation only but need to send in states with ' $+/-$ ' and at the end of the circuit measure in ' $+/-$ ' basis in order to determine whether the function is constant or balanced. Usually, qubits are assumed to be initialized to 0 and assumed to be measured in $0 / 1$ basis. For the initialization of $|+\rangle$, we can apply the Hadamard gate to $|0\rangle$, yielding $|+\rangle=H|0\rangle$. For the initialization of $|-\rangle$, we first use $X$ gate to flip $|0\rangle$ to $|1\rangle$, followed by a Hadamard gate: $|-\rangle=H X|0\rangle$.

For readout in $| \pm\rangle$ basis, we can apply a Hadamard gate right before the readout in $|0 / 1\rangle$ basis, which can be understood by the following identity,

$$
\langle \pm \mid \psi\rangle=\langle 0 / 1| H|\psi\rangle .
$$

We can include all these gates into the circuit and arrive at one shown in Fig. 4.


FIG. 3. Illustration of the Deutsch algorithm. It is as if the quantum computer is exploring two parallel universes by superposition.


FIG. 4. Illustration of the circuit for the Deutsch algorithm with the assumption that qubits are initialized in $|0\rangle$ and measured in $|0 / 1\rangle$ basis.

## B. Quantum Parallelism-the source of power?

It seems that quantum computers can solve problems more efficiently than classical computers (we will study other more powerful algorithms later, as such Shor's factoring and Grover's search). One perspective is the massive parallelism of quantum mechanics: one can input a superposition of 'questions' and the quantum computer output the superposition of pairs of 'questions' and 'answers'. For example, we consider the same form of circuit previously in the Deutsch algorithm, but allow the input $x$ to be $N$ qubits and the other input $b$ to be $M$ qubits. Then the function $f$ maps from $\{0,1\}^{\otimes N}$ to $\{0,1\}^{\otimes M}$. Assume we have a unitary circuit to implement that:

$$
|x\rangle \otimes|b\rangle \rightarrow|x\rangle \otimes|f(x)+b\rangle .
$$

With this, we can create a superposition of all possible classical inputs (ignoring normalization) and a blank second register (in $M$-qubit $|0\rangle$ state),

$$
(|0\rangle+|1\rangle+|2\rangle+\ldots) \otimes|0\rangle
$$

After the circuit, the total state becomes,

$$
\rightarrow(|0\rangle \otimes|f(0)\rangle+|1\rangle \otimes|f(1)\rangle+|2\rangle \otimes|f(2)\rangle+\ldots)
$$

The quantum computer thus contains a state that contains all possible information about the function.
The dilemma. However, to read out some answer, we need to probe or measure the qubits of the quantum computer, and this creates some problems. For example, we can measure first register and we may get a number $k$ (which is random, recall the measurement postulate). Then the second register will collapse to $f(k)$. So we read out randomly an argument of the function and its corresponding function value, which is not so useful.

However, we can try to be smart and measure in different basis or/and the second register. Suppose we measure the second register and obtain a value $f_{0}$, then according to the measurement postulate the first register will collapse to a superposition of those arguments evaluating to $f_{0}$, i.e.

$$
\left|\operatorname{Reg}_{1}\right\rangle=\sum_{x: f(x)=f_{0}}|x\rangle
$$

which is useful for probing the symmetry properties of the function $f$. In essence, Shor's algorithm exploits this and extracts the periodicity of the modular exponentiation $x^{k+r} \equiv x^{k} \bmod N$, which we study later in this course.


FIG. 5. Illustration of the circuit for the Deutsch-Josza algorithm. The 'slashes' on the first register indicates that it is a multiple-qubit register.

## C. Other simple algorithms

(1) Deutsch-Josza Algorithm [25]: which is an extension of Deutsch algorithm to multiple qubits; see Fig. 5. We will send in a state in the first register,

$$
\mid \text { in }\rangle=\left[\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)\right]^{\otimes n}=\underbrace{H \otimes H \otimes \ldots H}_{n} \underbrace{|0\rangle \otimes|0\rangle \otimes \ldots|0\rangle}_{n},
$$

and the second register will be supplied with a $|b\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$ state, as we have seen in the phase kickback. One can convince him/herself that in the case the same phase kickback works, i.e. for $x$ in the 'computational' basis (e.g. $|00 \ldots 0\rangle, \ldots .,|11 \ldots 1\rangle)$, we have

$$
|x\rangle \rightarrow(-1)^{f(x)}|x\rangle
$$

Exercise. As an exercise, you will work out the following:
a) Show the quantum state of the first register after the circuit.
b) Show that if $f$ is constant, the first register is always $|+\ldots+\rangle$.
c) Show that if $f$ is balanced, the first register is always orthogonal to $|+\ldots+\rangle$.


FIG. 6. Illustration of the circuit for the Bernstein-Vazirani algorithm.
(2) Bernstein-Vazirani algorithm [26]: to determine $a=0,1$ in the promised function $f(x)=a \cdot x$. This also has an $n$-qubit version (original problem). For the single-qubit case, we have the action on the first regsiter,

$$
\text { first register }:|0\rangle \xrightarrow{H}|0\rangle+|1\rangle \xrightarrow{U_{f}}(-1)^{f(0)}|0\rangle+(-1)^{f(1)}|1\rangle \begin{cases}(|0\rangle+|1\rangle), & a=0 \\ (|0\rangle-|1\rangle), & a=1\end{cases}
$$

In a similar way to the Deutsch algorithm, by measuring the first register, we can distinguish whether $a=0$ or $a=1$. Note that there a related generalization-the so-called the hidden linear function problem, which has a shallow-depth quantum solution [27, 28].
Exercise. As an exercise, if $f(x)=a \cdot x+c_{0}$, how do you find the value of $c_{0}$ ?
(3) Simon's algorithm [29]: Consider a function $f:\{0,1\}^{n} \rightarrow$ finite set $X$. We are promised that there is some"hidden" string $s=s_{1} s_{2} . . s_{n}$ such that $f(x)=f(y)$ if and only if $x=y$ or $x=y \oplus s$ (bitwise XOR). The goal is to find the string $s$. We begin with an observation of Hadamard gates acting on all 0 's,

$$
\left|\mathbf{0} \equiv 0^{\otimes n}\right\rangle \xrightarrow{H^{\otimes n}} \frac{1}{2^{n / 2}} \sum_{z_{i}^{\prime} s}\left|z_{1}\right\rangle \otimes\left|z_{2}\right\rangle \otimes \cdots\left|z_{n}\right\rangle=\frac{1}{2^{n / 2}} \sum_{\mathbf{z}}|\mathbf{z}\rangle .
$$

The case on an arbitrary bit string $s$ is left as an exercise,

$$
\left|\mathbf{s} \equiv s_{1} \ldots s_{n}\right\rangle \xrightarrow{H^{\otimes n}} \frac{1}{2^{n / 2}} \sum_{\mathbf{z}}(-1)^{\mathbf{s} \cdot \mathbf{z}}|\mathbf{z}\rangle .
$$



FIG. 7. Illustration of the circuit for the Simon's algorithm.

With these two identities, we can consider how the Hadamard gates transform their superposition,

$$
\frac{1}{\sqrt{2}}(|\mathbf{0}\rangle+|\mathbf{s}\rangle) \xrightarrow{H^{\otimes n}} \frac{1}{2^{(n+1) / 2}} \sum_{\mathbf{z}}\left(1+(-1)^{\mathbf{s} \cdot \mathbf{z}}\right)|\mathbf{z}\rangle=\frac{1}{2^{(n-1) / 2}} \sum_{\mathbf{z} \in\{\mathbf{s}\}^{\perp}}|\mathbf{z}\rangle .
$$

The resultant state has no amplitude with any bit-string state $|z\rangle$ that $s \cdot z=1(\bmod 2)$. It only contains components $z$ 's orthogonal to $s$.

We can generalize the above two superposition to a more general case, which is left for you to prove,

$$
\frac{1}{\sqrt{2}}(|\mathbf{x}\rangle+|\mathbf{x} \oplus \mathbf{s}\rangle) \xrightarrow{H^{\otimes n}} \frac{1}{2^{(n-1) / 2}} \sum_{\mathbf{z} \in\{\mathbf{s}\}^{\perp}}(-1)^{\mathbf{x} \cdot \mathbf{z}}|\mathbf{z}\rangle
$$

Similar to the previous case, it also only contains components that are orthogonal to $s$. The strategy to solve for $s$ is to obtain enough bit strings $z$ that are orthogonal to $s$ so that $s$ can be uniquely determined by linear algebra.
A dilemma. The stratgey of the algorithm nicely illustrate what we have said in the dilemma between the quantum parallelism and measurement. We prepare the first register in a superposition of all bit strings $\sum_{x}|x\rangle$ and the second register in $|0\rangle$. After the circuit, the state of the whole system is in a superposition of all pairs of bit strings and values: $|\psi\rangle=\sum_{x}|x\rangle \otimes|f(x)\rangle$ (un-normalized). As we mention earlier, we could be smart and measure the second register, which randomly collapses it to $\left|f_{0}\right\rangle$. Then the first register is collapsed to $\sum_{x, f(x)=f_{0}}|x\rangle$, which can only have two components, as promised. Then we apply Hadamard gates and perform additional measurement to obtain a bit string $z$ that is orthogonal to $s$. By repeating this whole procedure a few times, we will obtain enough number of $z$ 's that are orthogonal to $s$. Then the remaining task is solved by a classical computer. Note that Simon's algorithm can be regarded as a precursor of Shor's factoring algorithm.
Quantum Algorithm Zoo. There are many quantum algorithms that have been developed and more are being developed. You can find the list at the website of the "Quantum Algorithm Zoo" at https://quantumalgorithmzoo. org/. Two most well-known and by now classic quantum algorithms are Shor's factoring and Grover's search, which will be discussed later in this course. We will also discuss other algorithms, such as those for solving linear equations (e.g. the HHL algorithm) and those of the type using variational ansatze. The point is that by completing this unit, you are now ready to explore quantum computing and quantum algorithms.

## V. REFLECTION

After going through this unit and studying the lecture slides, the recorded videos, this set of notes, and perhaps homework exercise, have you achieved the learning outcomes?
(1) You'll be ready to embark on a QIS journey. (2) You'll understand why quantum computing has a lot of potential and why it may also not be all-powerful.

Suggested reading: Nielsen and Chuang (N\&C) 1.2-1.4, 2.2, 2.4; Kaye, Laflamme and Mosca (KLM) 1.4, 1.6, chapter 3, 6.2-6.4; Qiskit book (Qb) chapter 1, 2.1-2.3.
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